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Four methods for estimating a dynamic factor model, the direct autoregressive factor score (DAFS) model, are evaluated and compared. The first method estimates the DAFS model using a Kalman filter algorithm based on its state space model representation. The second one employs the maximum likelihood estimation method based on the construction of a block-Toeplitz covariance matrix in the structural equation modeling framework. The third method is built in the Bayesian framework and implemented using Gibbs sampling. The fourth is the least squares method, which also employs the block-Toeplitz matrix. All 4 methods are implemented in currently available software. The simulation study shows that all 4 methods reach appropriate parameter estimates with comparable precision. Differences among the 4 estimation methods and related software are discussed.

As generalizations of the P-technique factor model (Cattell, Cattell, & Rhymer, 1947), the dynamic factor models (DFMs) can represent process and change more effectively than their precursor (Browne & Nesselroade, 2005; Engle &
Watson, 1981; Geweke & Singleton, 1981; McArdle, 1982; Molenaar, 1985; Nesselroade, McArdle, Aggen, & Meyers, 2001). DFMs not only model the structure between the latent factors and observed variables, but also characterize time-dependent relationships among factors or between factors and observed variables. Nesselroade et al. (2001) labeled proposed DFMs the direct autoregressive factor score (DAFS) model, which is characterized by the autoregressive structure of factors (Engle & Watson, 1981; McArdle, 1982; Molenaar, 1985), and the white noise factor score (WNFS) model, which is characterized by direct lagged effects of factors on the observed variables (Geweke & Singleton, 1981; Molenaar, 1985) and examined the differences and similarities of these models. Browne and Nesselroade (2005) also referred to these models as the process model and the shock model, respectively. These two sets of models can be transformed to each other (Browne & Nesselroade, 2005; Molenaar, 1985; Nesselroade et al., 2001). However, these potentially valuable models have not been widely applied partly because fitting them is not as straightforward as fitting the common factor analysis model, which can be done with most available general-purpose computer packages.

Compared to the DAFS model, estimation methods for the WNFS model have been well established and evaluated. Molenaar (1985) employed a maximum likelihood estimation (MLE) method based on the block-Toeplitz matrix in the structural equation modeling (SEM) framework. Molenaar and Nesselroade (1998) referred to the estimation method as pseudo-ML because it violates the assumption that the vector-valued observations are independent. They also compared this method with the asymptotically distribution-free estimation method by a Monte Carlo study. Recently, Justiniano (2004) proposed a Bayesian estimation procedure to get the parameter estimates for a WNFS model. Discussion of the estimation of the WNFS model can also be found in Wood and Brown (1994), Hershberger (1998), Nesselroade et al. (2001), and Nesselroade and Molenaar (2002).

The estimation methods of the DAFS model have not been evaluated as much as those for the WNFS model. Engle and Watson (1981) showed that the DAFS model is a special case of a state space model and can be estimated by maximum likelihood methods using a Kalman filter algorithm. The maximum likelihood method based on the block-Toeplitz covariance matrix has also been used to estimate more complex DAFS models (Nesselroade et al., 2001). Recently, Bayesian methods have become more widely used for estimating the DAFS models in terms of its state space representation (Kim & Nelson, 1999, 2001; West, 2000). Also, Browne and Zhang (2006) recently proposed a least squares estimation method and provided free software for implementation (Browne &

---

1We refer to it as maximum likelihood estimation throughout this paper bearing in mind the limitation.
Zhang, 2005). However, the performance of these four methods has not been evaluated, especially in terms of comparisons.

In this study, we evaluate and compare the four methods given for estimating the DAFS model. First, we show the connection between a state space model and the DAFS model and how to employ a Kalman filter algorithm to estimate the DAFS model. Second, we explain the underlying ideas of constructing a block-Toeplitz covariance matrix to estimate the DAFS model using MLE in SEM software. Third, we examine Bayesian estimation of the DAFS model using Gibbs sampling comprehensively. Fourth, the main ideas of the least squares estimation method are summarized. The performance of these four methods is compared by simulation studies. All four methods are implemented using currently available software and programs. We begin by defining the DAFS model.

THE DAFS MODEL

One form of the DAFS model is

\[ y_t = A f_t + e_t \]  

\[ f_t = \sum_{l=1}^{L} B_l f_{t-l} + v_t \]

where \( y_t \) is a \( p \times 1 \) vector of observed variables measured at time \( t \) \((t = 1, 2, \ldots, T)\), \( A \) is a \( p \times q \) factor loading matrix, \( f_t \) is a \( q \times 1 \) vector of common factors at time \( t \), \( e_t \) is a \( q \times 1 \) vector with measurement errors following a multivariate normal distribution with mean zeros and \( p \times p \) covariance matrix \( Q \), \( f_{t-l} \) \((t = 1, 2, \ldots, T; l = 0, 1, 2, \ldots, L)\) is a \( q \times 1 \) vector of factors \( l \) occasions prior to occasion \( t \), \( B_l \) is a \( q \times q \) matrix containing the autoregressive and cross-regressive coefficients, and \( v_t \) is a \( q \times 1 \) random shock vector following a multivariate normal distribution with mean zeros and \( q \times q \) covariance matrix \( D \).

For the DAFS model, \( A \), \( B_l \), \( Q \), and \( D \) are usually specified to be invariant over time. The common factors have an autoregressive structure and a possible cross-regressive structure. The measurement errors \( e_t \) may have autoregressive structures peculiar to themselves. Although the factors at any given time have no direct influence on future values of observed variables, they have an indirect influence as they influence future values of the factors, which, in turn, influence the observed variables concurrently.

To illustrate, a typical DAFS model is portrayed in Figure 1. There are six observed variables and two factors in this model. The first three observed variables load on the first factor and the other three observed variables load on the second factor. The factors have a one-lag autoregressive and cross-regressive structure, which means the first factor at the current time has a direct influence on the first and second factors at the next time, and so does the second factor.
As noted earlier, four estimation methods for obtaining parameter estimates for the DAFS model—MLE using the Kalman filter algorithm, MLE based on the block-Toeplitz covariance matrix, Bayesian estimation using Gibbs sampling, and the least squares estimation method—are evaluated and compared. These four methods are now discussed in technical form first.

**MLE USING THE KALMAN FILTER ALGORITHM**

Over the past two decades, state space models have become very popular in applied time series analysis in a variety of disciplines. This has happened, in part, because state space models provide a flexible and unifying framework for modeling and describing a wide range of time series (Durban & Koopman, 2001; Durban & Pettitt, 2009).
Harvey, 1989). For example, the commonly used ARMA and ARIMA models (e.g., Hamilton, 1994) can be rewritten in a state space format. As shown later, the DAFS model can also be rewritten as a state space model. Actually, the state space model form (see Equations 3 and 4) is identical to the one-lag DAFS model given the time-invariant parameters. Thus, the well-defined MLE method using the Kalman filter algorithm (e.g., Durban & Koopman, 2001) for state space models can be used to estimate the DAFS model.

The Kalman filter is an algorithm for estimating the states of a system from a sequence of noisy observations (Chatfield, 2004). The algorithm together with MLE can be used to estimate the model parameters. The Kalman filter is based on formulating the time series model in state space format, which consists of two equations. First, the measurement equation, also known as the observation equation, relates the observations to the factor scores (or latent states); that is

\[ y_t = S_t a_t + d_t + e_t \]  

where \( y_t \) is a \( p \times 1 \) vector with observations at occasion \( t \), \( S_t \) is a \( p \times k \) matrix with factor loadings, \( a_t \) is a \( k \times 1 \) vector with latent states, and \( d_t \) is a \( p \times 1 \) vector of intercepts. The \( p \times 1 \) vector \( e_t \) contains the noise, which is assumed to be multivariate normally distributed with mean zero and covariance matrix \( Q_t \).

Second, the transition equation, also known as the state equation, is

\[ a_t = H_t a_{t-1} + c_t + z_t \]  

where \( a_t \) is as already defined, \( H_t \) is a \( k \times k \) matrix with structural coefficients, and \( c_t \) is a \( k \times 1 \) vector with constants. The \( k \times 1 \) vector of residuals or innovations, \( z_t \), is multivariate normally distributed with mean zero and covariance matrix \( Q_t \).

Here, we limit our presentation to the case of time-invariant model parameters so that all the time indexes for the model matrices can be dropped. In addition, we assume the data are centered so that \( d \) and \( c \) can be omitted from the preceding equations. Although the true state \( a_t \) cannot be known, it is estimated based on all observations up to occasion \( t \); that is, \( E[a_t | y_t, y_{t-1}, \ldots, y_1] = a_{t|t} \). Associated with this state estimate is an error covariance that is a measure of the estimated accuracy; that is, \( P_{t|t} = E[(a_t - a_t)(a_t - a_t)'] \). To initiate the Kalman filter, one needs to specify \( a_{0|0} \), that is, the state estimation at occasion zero (before observations began), and its associated covariance matrix \( P_{0|0} \). Usually, fairly large variance and negligible covariance values are inserted in \( P_{0|0} \) to reduce the influence of the choice of the initial states. Based on these initial matrices, the equations that make up the Kalman filter are used recursively. First, the state \( a_t \) is estimated based on the state estimation of the previous state \( a_{t-1|t-1} \) through

\[ a_{t|t-1} = Ha_{t-1|t-1} \]  

(5)
Along with this state estimate there is an estimate of the error covariance

\[ P_{t|t-1} = HP_{t-1|t-1}H' + G. \]  

Equations 5 and 6 are known as the prediction equations.

In the next step, the prediction of \( a_t \) is updated in light of the observation \( y_t \). To this end, first \( y_t \) is predicted from \( a_{t|t-1} \) through

\[ y_{t|t-1} = Sa_{t|t-1}. \]  

This prediction is used to determine the one-step-ahead prediction error along with its covariance matrix; that is,

\[ e_{t|t-1} = S(a_t - a_{t|t-1}) + e_t \]  
\[ F_t = SP_{t|t-1}S' + Q. \]

Durban and Koopman (2001) showed that, by assuming multivariate normality, the estimate of \( a_{t|t-1} \) can be updated through

\[ a_{t|t} = a_{t|t-1} + J_t F_t^{-1} e_{t|t-1}, \]  

where \( J_t F_t^{-1} \) is known as the gain matrix or the Kalman gain matrix (Chatfield, 2004). The matrix \( J_t \) represents the covariance between the true state \( a_t \) and the observation \( y_t \) conditional on the information available up to occasion \( t - 1 \). Because \( E[a_t|y_{t-1}] = a_{t|t-1} \) and \( E[y_t|y_{t-1}] = Sa_{t|t-1} \), \( J_t \) can be written as

\[ J_t = P_{t|t-1}S'. \]  

In addition, the covariance matrix of the updated state \( a_{t|t} \) is

\[ P_{t|t} = P_{t|t-1} - J_t F_t^{-1} J_t'. \]  

Equations 10 and 12 are known as the update equations. By recursively using Equations 5 to 12 one can estimate the states for occasions 1 to \( T \). Note that the Kalman filter procedure based on this prediction error decomposition method is not a full information method because only observations up to time \( t \) are used when estimating \( a_{t|t} \). An additional state smoothing step can be used to utilize all the information in the data (Durban & Koopman, 2001).

To obtain maximum likelihood estimates for the model parameters in \( S, Q, H, \) and \( G \), one needs to formulate the likelihood function \( L(y) \). Often, the following log-likelihood is used (Durban & Koopman, 2001),

\[ \log L(y) = \sum_{t=1}^{T} \log \text{Prob}(y_t|Y_{t-1}). \]
where \( Y_t = \{ y_t, y_{t-1}, \ldots, y_1 \} \) and \( \text{Prob}(y_t|Y_0) = \text{Prob}(y_t) \). Because \( \text{Prob}(y_t|Y_{t-1}) = \text{Prob}(y_t|e_{l[t-1]}) \), where \( e_{l[t-1]} \) and its covariance matrix \( F_t \) are by-products of the Kalman filter (see Equations 8 and 9), we can write

\[
\log L = -\frac{p * T}{2} \log 2\pi - \frac{1}{2} \sum_{t=1}^{T} \log |F_t| - \frac{1}{2} \sum_{t=1}^{T} e_{l[t-1]}^T F_t^{-1} e_{l[t-1]}.
\] (14)

Any DAFS model can be rewritten as its state space representation to fit the Kalman filter algorithm. For the model in Equations 1 and 2, its state space representation is

\[
y_t = \begin{pmatrix} f_t \\ f_{t-1} \\ f_{t-2} \\ \vdots \\ f_{t-L+1} \end{pmatrix} + \begin{pmatrix} 0 & 0 & \cdots & 0 \\ \end{pmatrix} \begin{pmatrix} 0 & 0 & \cdots & 0 \end{pmatrix} + \begin{pmatrix} \mathbf{f}_t \\ \mathbf{f}_{t-1} \\ \mathbf{f}_{t-2} \\ \vdots \\ \mathbf{f}_{t-L+1} \end{pmatrix} + \begin{pmatrix} \mathbf{e}_t \\ \mathbf{e}_{t-1} \\ \mathbf{e}_{t-2} \\ \vdots \\ \mathbf{e}_{t-L+1} \end{pmatrix} + \begin{pmatrix} \mathbf{a}_t \\ \mathbf{a}_{t-1} \\ \mathbf{a}_{t-2} \\ \vdots \\ \mathbf{a}_{t-L+1} \end{pmatrix} + \begin{pmatrix} \mathbf{v}_t \\ \mathbf{v}_{t-1} \\ \mathbf{v}_{t-2} \\ \vdots \\ \mathbf{v}_{t-L+1} \end{pmatrix}
\]

(15)

where \( \mathbf{0} \) in \( \mathbf{S} \) is a \( p \times q \) zero matrix, \( \mathbf{0} \) in \( \mathbf{H} \) is a \( q \times q \) zero matrix, \( \mathbf{I} \) in \( \mathbf{H} \) is a \( q \times q \) identity matrix, and \( \mathbf{0} \) in \( \mathbf{z}_t \) is a \( q \times 1 \) zero vector. The covariance matrix of \( \mathbf{e}_t \) is \( \mathbf{Q} \). The covariance matrix of \( \mathbf{z}_t \) is

\[
\mathbf{G} = \begin{pmatrix} \mathbf{D} & 0 & \cdots & 0 \\ 0 & \mathbf{D} & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \mathbf{D} \end{pmatrix}.
\]

where \( \mathbf{0} \) is a \( q \times q \) zero matrix.

After we rewrite the DAFS model in its state space format, we can estimate its parameters using the Kalman filter procedure given previously.
MLE USING THE BLOCK-TOEPLITZ COVARIANCE MATRIX

Molenaar (1985) proposed an MLE method to estimate the DFM parameters using block-Toeplitz lagged covariance matrices. This method is very flexible because it can be implemented in available SEM software. Nesselroade, McArdle, Aggen, and Meyers (2001) employed the same strategy to obtain the estimations for both the WNFS model and the DAFS model in LISREL (Jöreskog, Sörbom, Du Toit, & Du Toit, 2001). However, Nesselroade et al. (2001) only gave a brief outline of this method. We elaborate this method based on a general DAFS model.

In terms of structural equation models, the lag L DAFS model can be expressed as

\[ \tilde{\mathbf{y}}_t = \tilde{\Lambda} \tilde{\mathbf{f}}_t + \tilde{\mathbf{e}}_t, \]

\[ \tilde{\mathbf{f}}_t = \tilde{\mathbf{B}} \tilde{\mathbf{f}}_{t-1} + \tilde{\mathbf{v}}_t. \]

where

\[ \tilde{\mathbf{y}}_t = \begin{pmatrix} y_{t-L} \\ \vdots \\ y_t \\ y_{t-1} \end{pmatrix}, \quad \tilde{\mathbf{A}} = \begin{pmatrix} \Lambda & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & \Lambda & 0 \\ 0 & \cdots & 0 & \Lambda \end{pmatrix}, \quad \tilde{\mathbf{f}}_t = \begin{pmatrix} f_{t-L} \\ \vdots \\ f_{t-1} \end{pmatrix}, \]

\[ \tilde{\mathbf{e}}_t = \begin{pmatrix} e_{t-L} \\ \vdots \\ e_{t-1} \end{pmatrix}, \quad \tilde{\mathbf{B}} = \begin{pmatrix} 0 & \cdots & 0 & 0 \\ \vdots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & 0 \\ \mathbf{B}_{L} & \cdots & \mathbf{B}_1 & 0 \end{pmatrix}, \quad \text{and} \quad \tilde{\mathbf{v}}_t = \begin{pmatrix} f_{t-L} \\ \vdots \\ f_{t-1} \end{pmatrix}, \]

with \( t = L + 1, \ldots, T \).

The population or the model indicated covariance matrix for this model is

\[ \Sigma = COV(\tilde{\mathbf{y}}_t) = \tilde{\Lambda}(\mathbf{I} - \tilde{\mathbf{B}})^{-1} \tilde{\Omega}_{(\mathbf{I} - \tilde{\mathbf{B}})^{-1}}^{1/2} \tilde{\Lambda}' \]

\[ = \begin{pmatrix} \Lambda \Omega_0 \Lambda' + Q \\ \vdots \\ \Lambda \Omega_{L-1} \Lambda' \\ \Lambda \sum_{j=1}^{L-1} (\mathbf{B}_{L-j} \cdot \Lambda_0) \Lambda' \\ \Lambda \sum_{j=1}^{L-1} (\mathbf{B}_{L-j} + (\mathbf{B}_{L-j} \cdot \Lambda_0) \Lambda') \Lambda' \end{pmatrix}. \]

(18)

where \( \Omega_i, i = 0, \ldots, L - 1 \) is the autocovariance matrix of the common factors at lag \( i \).
Given the covariance stationarity assumption of the observed variables,

$$\Omega_0 = \sum_{i=1}^{L} \sum_{j=1}^{L} B_i \Omega_{i-j} B_j' + D.$$  \hspace{1cm} (19)

and

$$\Omega_i = \sum_{l=1}^{L} B_{l-i+1} \Omega'_{l-i+1},$$ \hspace{1cm} (20)

with $i = 1, \ldots, L - 1$.

Then Equation 18 can be simplified to

$$\Sigma = \begin{pmatrix} A \Omega_0 A' + Q \\ \vdots \\ \vdots \\ A \Omega_{L-1} A' \\ A \sum_{l=1}^{L} (B_{l-i+1} \Omega_{[l-i+1]} A') \end{pmatrix}.$$ \hspace{1cm} (21)

The sample variance–covariance matrix is

$$S = \begin{pmatrix} S(0) \\ \vdots \\ S(L-1) \\ S(L) \end{pmatrix}.$$ \hspace{1cm} (22)

where $S(0)$ and $S(l)$ are the lag 0 and lag $l$ ($l = 1, \ldots, L$) $p \times p$ covariance matrices that can be calculated directly from the observed data. Note that $S(l)$ is usually not a symmetric matrix because given any two variables $X$ and $Y$, $X$ lagging $Y$ and $Y$ lagging $X$ are typically different. $S$ is called the block-Toeplitz covariance matrix and it is symmetric.

The parameters in Equations 16 and 17 can then be estimated using the maximum likelihood method via SEM software such as LISREL (Jöreskog et al., 2001) and Mplus (Muthén & Muthén, 2001) by minimizing the following function:

$$F_{ML} = \log |\Sigma| + \text{tr}(S \Sigma^{-1}) - \log |S| - (L + 1)p.$$ \hspace{1cm} (23)

In using the lagged observations $\tilde{y}_t$ to calculate the observed covariance matrix, we are violating the observation independency assumption (Bollen, 1989) underlying the maximum likelihood method. However, Hamaker, Dolan, and Molenaar (2002) showed that for the univariate case, the estimates for the
autoregressive model were still consistent. The simulation study from Molenaar and Nesselroade (1998) also showed that this method gave reasonable estimates for WNFS models. Similar results were found in our simulation presented later on the DAFS models.

BAYESIAN ESTIMATION USING GIBBS SAMPLING

Although there has been no specific application to the DAFS model, Gibbs sampling has been used for estimating both linear and nonlinear state space models (Carlin, Polson, & Stoffer, 1992; Carter & Kohn, 1994). In this article, we employed the same strategy to construct the Bayesian estimation procedure for the DAFS model. Because any DAFS model can be reformed as a one-lag DAFS model using the exact same formulation as in Equation 15, we only illustrate the Gibbs sampling procedure for the one-lag DAFS model for the sake of simplifying the display of equations. The following two-step procedure can be used to sample factor scores and model parameters.

1. Conditional on the model parameters \(-A, B, Q, D\), and the observed data, generate the factor scores \(f_t\).
2. Conditional on the factor scores \(f_t\) and the observed data, generate \(A, B, Q, D\).

Sample \(f_t\)

For the first step, conditional on the \(A, B, Q, D\), and the observed data, the method used in Carlin et al. (1992) can be implemented for sampling the factor scores. Let the prior distribution of \(f_0\) be

\[
f_0 \sim MN(\mu_0, \Sigma_0),
\]

where \(MN\) represents the multivariate normal distribution. The posterior distribution of \(f_t\) is

\[
f_t | f_{t-1}, f_0, A, B, Q, D \sim MN(\Sigma_t \cdot \mu_t, \Sigma_t),
\]

with

\[
\Sigma_t^{-1} = D^{-1} + A'Q^{-1}A + B'D^{-1}B
\]

and

\[
\mu_t = f_{t-1}'BD^{-1} + y_t'Q^{-1}A + f_{t+1}'D^{-1}B.
\]

From the distribution in Equation 24, we can sample \(f_t\).
Sample $\mathbf{A}, \mathbf{B}, \mathbf{Q}$, and $\mathbf{D}$

Conditional on $\mathbf{f}$, Equations 1 and 2 are independent. For Equation 1, because the uniqueness factors are independent, it can be viewed as a group of independent multiple regression models that have the form of

$$y_{it} = \lambda_i \mathbf{f}_t + e_{it},$$

where $i = 1, 2, \ldots, p$, $\lambda_i$ is the $i$th row in the factor loading matrix $\mathbf{A}$ and the variance of $e_{it}$ is $q_i$, the $i$th diagonal element of $\mathbf{Q}$.

Let the prior distribution of $\lambda_i'$ be

$$\lambda_i' \sim MN(\lambda_{i0}', \Sigma_{i0}).$$

Conditional on the other parameters and the observed data, the posterior distribution of $\lambda_i'$ is

$$\lambda_i'|\mathbf{f}_t, \mathbf{y}_t, q_i \sim MN(\lambda_{i1}', \Sigma_{i1}),$$

(25)

with

$$\lambda_{i1}' = (\Sigma_{i0}^{-1} + q_i^{-1} \mathbf{X}' \mathbf{X})^{-1} (\Sigma_{i0}^{-1} \lambda_{i0}' + q_i^{-1} \mathbf{X}' \mathbf{y}_t),$$

and

$$\Sigma_{i1} = (\Sigma_{i0}^{-1} + q_i^{-1} \mathbf{X}' \mathbf{X})^{-1},$$

where $\mathbf{X}$ is a $q \times T$ matrix of factor scores and $\mathbf{y}_i$ is a $T \times 1$ vector with the observations for the $i$th observed variable.

Given the prior distribution of $q_i$,

$$q_i \sim IG\left(\frac{v_0}{2}, \frac{\delta_0}{2}\right),$$

the posterior of $q_i$ is

$$q_i|\mathbf{f}_t, \mathbf{y}_t \sim IG\left(\frac{v_1}{2}, \frac{\delta_1}{2}\right),$$

(26)

with

$$v_1 = v_0 + T,$$

$$\delta_1 = \delta_0 + \sum_{t=1}^{T} (y_{it} - \lambda_i \mathbf{f}_t)^2,$$

where $IG$ represents the inverse $\Gamma$ distribution.
For Equation 2, if the shocks or residuals $v_t$ are uncorrelated, the same procedure given earlier can be used to get the posterior distribution of $B$ and $D$. Usually, $v_t$ are correlated. We then obtain the conditional distribution based on the correlated shocks following Kadiyala and Karlsson (1997).

Let the prior distribution of $B$ be

$$vec(B) \sim MN(vec(B_0), D \otimes \Sigma_{B0}),$$

where the $vec(B)$ means column vectorization of the matrix $B$. Then the posterior distribution of $B$ is

$$vec(B)|f_t, y_t, D \sim MN(vec(B_1), D \otimes \Sigma_{B1})$$

with

$$B_1 = \Sigma_{B1}(\Sigma_{B0}^{-1}B_0 + X'_{t-1}X_{t-1} \hat{B})$$

and

$$\Sigma_{B1} = (\Sigma_{B0}^{-1} + X'_{t-1}X_{t-1})^{-1},$$

where $\hat{B}$ are the ordinary least squares estimates and $X_{t-1}$ is a $q \times (T - 1)$ matrix of factor scores.

Let the variance–covariance matrix $D$ have a inverse Wishart prior distribution

$$D \sim IWish(v_0, D_0).$$

The posterior distribution of $D$ is then expressed as

$$D|f_t, y_t, B \sim IWish(v_1, D_1)$$

with

$$v_1 = v_0 + T - 1$$

and

$$D_1 = \hat{B}'X'_{t-1}X_{t-1} \hat{B} + B_0'\Sigma_{B0}^{-1}B_0 + D_0$$

$$+ (X_t - X_{t-1} \hat{B})'(X_t - X_{t-1} \hat{B}) - B_1'(\Sigma_{B0}^{-1} + X'_{t-1}X_{t-1})B_1.$$

After obtaining all the conditional posterior distributions, the following procedure can be used to generate a sequence for each parameter:

1. Sample $f_t$ from $f_t|f_j \neq t, f_0, A, B, Q, D, t = 1, \ldots, T$.
2. Sample $B$ from $vec(B)|f_t, y_t, D$. 
3. Sample $D$ from $D|f_t, y_t, B$.
4. Sample $\lambda_i$ from $\lambda_i|f_t, y_t, Q_i$, $i = 1, \ldots, p$.
5. Sample $q_i$ from $q_i|f_t, y_t, \lambda_i$, $i = 1, \ldots, p$.
6. Repeat this process to get a sequence of data for each estimated parameter.

The statistical inferences are carried out based on the generated sequence. For example, a point estimation of the parameter can be represented by the mean of the sequence for that parameter. The confidence interval can be constructed using the percentiles of the sequence.

**LEAST SQUARES ESTIMATION METHOD**

The least squares method has been discussed comprehensively by Browne and Zhang (2005, 2006). Thus, we do not repeat the technical details and only summarize the main ideas here. In the derivation of the least squares estimation method, the model used by Browne and Zhang (2005, 2006; see also Browne & Nesselroade, 2005) is

$$y_t = \mu + A f_t + e_t$$

(29)

$$f_t = \sum_{l=1}^{L} B_l f_{t-l} + v_t + \sum_{j=1}^{d} A_j v_{t-j}$$

(30)

where $\mu$ is a mean vector, $d$ is the total number of moving average terms, $A_j$ are the moving average weight matrices, and the other terms have the same definition as those in the Equations 1 and 2. Clearly, the DAFS model discussed in this study can be viewed as a special case of this model.

The least squares estimation is based on the lagged correlation matrix. The theoretically lagged correlation matrix $\Sigma_l = (\sigma_{ij})_{p \times p}$ at lag $l$ can be obtained from the model in Equations 29 and 30. The empirical lagged block-Toeplitz correlation matrix $S_l = (s_{ij})_{p \times p}$ at lag $l$ can be calculated from the observed data. The parameter estimates in this model can then be obtained by minimizing the following discrepancy function:

$$F = \sum_{l=0}^{L} \sum_{i=1}^{p} \sum_{j=1}^{p} (\sigma_{ij} - s_{ij})^2.$$ 

(31)

In this method, the observed covariance matrix $S_0$ and lagged covariance matrices $S_l$ ($l = 1, \ldots, L$) are used only once.
In the previous sections, four estimation methods were discussed more or less from a theoretical perspective. In this section, the four methods are compared at a more concrete level via simulation studies. To facilitate applications of the DAFS model, all four estimation methods are implemented using currently available software.

Simulation Design

To generate the data, the DAFS model portrayed in Figure 1 was employed. Two major influence factors were varied in the simulation: the length of the time series and the amount of the measurement errors. For the length of the time series, three conditions were used, \( T = 50, 100, \) and \( 200 \). Four conditions were manipulated for the measurement errors. The percentage of the measurement error variance to the variance of the observed variables was 9%, 23%, 33%, and 50%, which corresponded to the ratios of the variance of measurement errors to latent factors, .1, .3, .5, and 1. These two sets of conditions were fully crossed, resulting in 12 cells in the simulation of data.

In matrix notation, the DAFS model true parameter values in Figure 1 are given as follows. The factor loading matrix \( \Lambda = \begin{pmatrix} 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \end{pmatrix} \). The measurement error covariance matrix had four conditions, \( Q_1 = \text{diag}(.1, .1, .1, .1, .1, .1) \), \( Q_2 = \text{diag}(.3, .3, .3, .3, .3) \), \( Q_3 = \text{diag}(.5, .5, .5, .5, .5, .5) \), and \( Q_4 = \text{diag}(1, 1, 1, 1, 1, 1) \), corresponding to the four error conditions already defined. \( \text{Diag()} \) implies a diagonal matrix. The autoregressive matrix \( B_1 = \begin{pmatrix} 8 & 0 \\ 0 & 8 \end{pmatrix} \) and the covariance matrix for the random shock \( v_t \) was \( D = \begin{pmatrix} .36 & .18 \\ .18 & .36 \end{pmatrix} \). Here \( B_1 \) and \( D \) were chosen to ensure that the factors were stationary time series and the variance of the factors was 1 for convenience without losing generality. Furthermore, although the cross-regressive parameters were set to 0, these parameters were estimated as an unknown parameter in the later section.

Given the predefined parameter values, the following procedure was followed to generate the data:

1. Set the length of data \( T \) and the vector \( (f_{10}, f_{20})' = (0, 0)' \).
2. Set the iteration number \( t = 1 \).
3. Generate the vector \( (v_{1t}, v_{2t})' \) from the bivariate normal distribution \( MN(0, D) \).
4. Calculate \( (f_{1t}, f_{2t})' \) using Equation 2.
5. Generate $e_{it}, i = 1, \ldots, 6$ from the multivariate normal distribution $MN(0, Q)$.

6. Calculate $y_{it}, i = 1, \ldots, 6$ using Equation 1.

7. Set $t = t + 1$ and return to 3.

8. Repeat until $t > T + 1000$.

9. Save the data point from 1001 to $T + 1000$.

For each $T = 50, 100, 200$, and measurement covariance matrix $Q = Q_1, Q_2, Q_3$, and $Q_4$, 100 samples or replications were simulated using this procedure.

To analyze the simulated data, the four estimation methods were implemented in currently available software or programs. First, the data were analyzed by MLE using the Kalman filter (KF). To use this method, the DAFS was written as its state space representation for the simulated model by letting $S = \Lambda, a_t = f_t, z_t = v_t, Q = Q$, and $G = D$. The free Fortran program MKFM6 written by Dolan (2005) was used to implement the estimation procedure. Second, the data were analyzed by MLE using a block-Toeplitz lagged covariance matrix (BT). The block-Toeplitz matrix was calculated by DFA (IDHMR, 2004) and analyzed in Mplus (Muthén & Muthén, 2001). Third, the Bayesian method (BE) was used to estimate the model and implemented in the free software WinBUGS (Spiegelhalter, Thomas, Best, & Lunn, 2003). Finally, the least squares method (LS) was employed and implemented in the free software DyFA (Browne & Zhang, 2005).

The first and third methods are based on the raw data and the second is based on the lagged covariance matrix. To identify the model, the variance of the random shocks were fixed at the true values. The parameter estimates can be compared with the true parameter values directly. The fourth method is based on the lagged correlation matrix. The program DyFA automatically calculates the lagged correlation matrix for the raw data and fixes the factor variance at lag 0 to be 1. Thus, the parameter estimates were rescaled for the aim of comparison. The following scaling formulas were used to rescale the parameter estimates from DyFA:

\[
\begin{align*}
\Lambda & \rightarrow EAF \\
B_1 & \rightarrow F^{-1}B_1F \\
Q & \rightarrow EQE \\
D & \rightarrow F^{-1}DF^{-1},
\end{align*}
\]

\footnote{We are grateful to Conor V. Dolan, University of Amsterdam, for providing the simulation program.}

\footnote{All the simulation and estimation codes can be obtained from http://dfa.psychstat.org.}

\footnote{The authors are grateful to Michael W. Browne for the rescaling formulas.}
where \( E = \text{Diag}^{1/2}(S) \) in which \( S \) is the observed covariance matrix at lag 0 and \( F = \text{Diag}^{1/2}(d_{ii}/w_{ii}) \) in which \( d_{ii} \) is the \( i \)th diagonal element of the shock covariance matrix \( D \) and \( w_{ii} \) is the \( i \)th diagonal element of the desired matrix \( W \) after rescaling.

Simulation Results

For each of the four estimation methods, we present the results from the simulation design involving the 12 conditions. The means of the parameter estimates from 100 replications for the four estimation methods are summarized in Tables 1 through 4. Visual inspection revealed that all four methods obtained close and accurate parameter estimates, compared to the true population values used to generate the data. Longer time series and smaller measurement errors led to more accurate parameter estimates.

To compare the four methods, we first calculated the absolute error (AE; Casella & Berger, 2001) or bias for each parameter. The AE for the \( i \)th parameter was calculated by

\[
AE_i = |E(\theta_{ij}) - TP_i| \quad \text{with} \quad \theta_{ij} \text{ representing the parameter estimate of the } j \text{th replication and } TP_i \text{ representing the true value of the } i \text{th parameter to generate the data. AE measured the unbiasedness or accuracy of an estimation method.}
\]

Because of the involvement of multiple parameters in our model, we calculated the total AE

\[
TAE = \sum_{i=1}^{n_p} AE_i
\]

with \( n_p \) denoting the total number of parameters in the model, which is 17 in this study. We then calculated the mean square errors (MSE; Casella & Berger, 2001) for each parameter, which is defined as

\[
MSE_i = E[(\theta_{ij} - TP_i)^2] = Var(\theta_i) + b^2(\theta_i) \quad \text{with} \quad b(\theta_i) = E(\theta_i) - TP_i \text{ denoting the bias. MSE incorporates two components, one measuring the variability or precision and the other measuring the bias or accuracy of an estimation method. A smaller MSE means a better estimation method. Similar to TAE, we also calculated total MSE}
\]

\[
TMSE = \sum_{i=1}^{n_p} MSE_i
\]

The TAEs and TMSEs are given in Table 5.

Just as with the visual inspection, with longer time series and smaller measurement errors, the bias became smaller based on TAEs. With the longest time series (\( T = 200 \)) and the smallest measurement errors (\( Q = Q_1 \)), the model parameters were almost exactly recovered. The maximum AE for all parameters was less than or equal to .03. Even with the shortest time series (\( T = 50 \)) and the largest measurement errors (\( Q = Q_4 \)), the results are still quite acceptable for all methods. The maximum absolute deviance was only .21 and the absolute deviance was less than .1 for most of the parameters. Overall, we can conclude the following order of accuracy for the four methods, \( KF \) > \( LS \) > \( BT \) > \( BE \) based on the values of TAE. However, there was no significant difference between \( KF \) and \( LS \) especially when the measurement errors were small (based on paired \( t \) test).
### TABLE 1
Parameter Estimates from MKFM Using MLE Method via Kalman Filter

<table>
<thead>
<tr>
<th>Latent Model Parameters</th>
<th>True Population Parameters</th>
<th>Amount of Measurement Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Values</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>50^a</td>
<td>100^a</td>
</tr>
<tr>
<td>(\lambda_{11} )</td>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>(\lambda_{21} )</td>
<td>1</td>
<td>0.99</td>
</tr>
<tr>
<td>(\lambda_{31} )</td>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>(\lambda_{42} )</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>(\lambda_{52} )</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>(\lambda_{62} )</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>(q_{1} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(q_{2} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(q_{3} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(q_{4} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(q_{5} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(q_{6} )</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>(b_{11} )</td>
<td>0.8</td>
<td>0.73</td>
</tr>
<tr>
<td>(b_{12} )</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>(b_{21} )</td>
<td>0</td>
<td>-0.03</td>
</tr>
<tr>
<td>(b_{22} )</td>
<td>0.8</td>
<td>0.77</td>
</tr>
<tr>
<td>(d_{12} )</td>
<td>0.18</td>
<td>0.18</td>
</tr>
</tbody>
</table>

*Based on 100 replications. †Based on 93 replications. ‡Based on 90 replications. §Based on 97 replications. ¶Based on 99 replications. ††Based on 81 replications. †‡Based on 91 replications.
<table>
<thead>
<tr>
<th>Labels of Model Parameters</th>
<th>True Population Parameter Values</th>
<th>Amount of Measurement Errors</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Time Series Length</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>$\lambda_{11}$</td>
<td>1</td>
<td></td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>$\lambda_{21}$</td>
<td>1</td>
<td></td>
<td>0.99</td>
<td>1.00</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>$\lambda_{31}$</td>
<td>1</td>
<td></td>
<td>0.98</td>
<td>0.99</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>$\lambda_{42}$</td>
<td>1</td>
<td></td>
<td>0.97</td>
<td>0.99</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>$\lambda_{52}$</td>
<td>1</td>
<td></td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.97</td>
</tr>
<tr>
<td>$\lambda_{62}$</td>
<td>1</td>
<td></td>
<td>0.98</td>
<td>0.95</td>
<td>0.99</td>
<td>0.95</td>
</tr>
<tr>
<td>$q_1$</td>
<td>0.09</td>
<td></td>
<td>0.27</td>
<td>0.28</td>
<td>0.29</td>
<td>0.48</td>
</tr>
<tr>
<td>$q_2$</td>
<td>0.09</td>
<td></td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.46</td>
</tr>
<tr>
<td>$q_3$</td>
<td>0.09</td>
<td></td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.46</td>
</tr>
<tr>
<td>$q_4$</td>
<td>0.10</td>
<td></td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.47</td>
</tr>
<tr>
<td>$q_5$</td>
<td>0.10</td>
<td></td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.51</td>
</tr>
<tr>
<td>$q_6$</td>
<td>0.09</td>
<td></td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.51</td>
</tr>
<tr>
<td>$b_{11}$</td>
<td>0.8</td>
<td></td>
<td>0.70</td>
<td>0.76</td>
<td>0.78</td>
<td>0.71</td>
</tr>
<tr>
<td>$b_{12}$</td>
<td>0.05</td>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>$b_{21}$</td>
<td>0.00</td>
<td></td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
</tr>
<tr>
<td>$b_{22}$</td>
<td>0.00</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$d_{12}$</td>
<td>0.18</td>
<td></td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
</tr>
</tbody>
</table>

*a*Based on 100 replications. *b*Based on 88 replications. *c*Based on 99 replications.
**TABLE 3**

Parameter Estimates From WinBUGS Using Bayesian Estimation Method

<table>
<thead>
<tr>
<th>Amount of Measurement Errors</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labels of Model Parameters</td>
<td>50(a)</td>
<td>100(a)</td>
<td>200(a)</td>
<td>50(b)</td>
</tr>
<tr>
<td>(\lambda_{11})</td>
<td>1.07</td>
<td>1.04</td>
<td>1.02</td>
<td>1.10</td>
</tr>
<tr>
<td>(\lambda_{21})</td>
<td>1.08</td>
<td>1.05</td>
<td>1.02</td>
<td>1.10</td>
</tr>
<tr>
<td>(\lambda_{31})</td>
<td>1.07</td>
<td>1.04</td>
<td>1.02</td>
<td>1.10</td>
</tr>
<tr>
<td>(\lambda_{42})</td>
<td>1.06</td>
<td>1.04</td>
<td>1.01</td>
<td>1.07</td>
</tr>
<tr>
<td>(\lambda_{52})</td>
<td>1.06</td>
<td>1.03</td>
<td>1.01</td>
<td>1.08</td>
</tr>
<tr>
<td>(\lambda_{62})</td>
<td>1.06</td>
<td>1.02</td>
<td>1.01</td>
<td>1.09</td>
</tr>
<tr>
<td>(q_1)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.29</td>
</tr>
<tr>
<td>(q_2)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.32</td>
</tr>
<tr>
<td>(q_3)</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.31</td>
</tr>
<tr>
<td>(q_4)</td>
<td>0.11</td>
<td>0.10</td>
<td>0.11</td>
<td>0.31</td>
</tr>
<tr>
<td>(q_5)</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.32</td>
</tr>
<tr>
<td>(q_6)</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.31</td>
</tr>
<tr>
<td>(b_{11})</td>
<td>0.71</td>
<td>0.76</td>
<td>0.78</td>
<td>0.67</td>
</tr>
<tr>
<td>(b_{12})</td>
<td>0.04</td>
<td>0.02</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>(b_{21})</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>(b_{22})</td>
<td>0.74</td>
<td>0.77</td>
<td>0.79</td>
<td>0.69</td>
</tr>
<tr>
<td>(d_{12})</td>
<td>0.17</td>
<td>0.18</td>
<td>0.18</td>
<td>0.16</td>
</tr>
</tbody>
</table>

*Based on 100 replications. †Based on 99 replications. ‡Based on 93 replications.
<table>
<thead>
<tr>
<th>Parameter Estimates From DyFA Using the Least Squares Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Amount of Measurement Errors</strong></td>
</tr>
<tr>
<td><strong>Time Series Length</strong></td>
</tr>
<tr>
<td><strong>Labels of Model Parameters</strong></td>
</tr>
<tr>
<td><strong>True Population Parameter Values</strong></td>
</tr>
<tr>
<td><strong>50(a)</strong></td>
</tr>
<tr>
<td>(\lambda_{11})</td>
</tr>
<tr>
<td>(\lambda_{21})</td>
</tr>
<tr>
<td>(\lambda_{31})</td>
</tr>
<tr>
<td>(\lambda_{42})</td>
</tr>
<tr>
<td>(\lambda_{52})</td>
</tr>
<tr>
<td>(\lambda_{62})</td>
</tr>
<tr>
<td>(q_1)</td>
</tr>
<tr>
<td>(q_2)</td>
</tr>
<tr>
<td>(q_3)</td>
</tr>
<tr>
<td>(q_4)</td>
</tr>
<tr>
<td>(q_5)</td>
</tr>
<tr>
<td>(q_6)</td>
</tr>
<tr>
<td>(b_{11})</td>
</tr>
<tr>
<td>(b_{12})</td>
</tr>
<tr>
<td>(b_{21})</td>
</tr>
<tr>
<td>(b_{22})</td>
</tr>
<tr>
<td>(d_{12})</td>
</tr>
</tbody>
</table>

*Based on 100 replications.*
## TABLE 5
Comparisons of the Four Estimation Methods

### Amount of Measurement Errors

<table>
<thead>
<tr>
<th>Time Series Length</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td><strong>TAE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF</td>
<td>0.30</td>
<td>0.15</td>
<td>0.09</td>
<td>0.42</td>
</tr>
<tr>
<td>BT</td>
<td>0.44</td>
<td>0.20</td>
<td>0.13</td>
<td>0.53</td>
</tr>
<tr>
<td>BE</td>
<td>0.65</td>
<td>0.34</td>
<td>0.16</td>
<td>0.93</td>
</tr>
<tr>
<td>LS</td>
<td>0.40</td>
<td>0.20</td>
<td>0.12</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>TMSE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF</td>
<td>0.17</td>
<td>0.07</td>
<td>0.04</td>
<td>0.29</td>
</tr>
<tr>
<td>BT</td>
<td>0.22</td>
<td>0.08</td>
<td>0.04</td>
<td>0.36</td>
</tr>
<tr>
<td>BE</td>
<td>0.21</td>
<td>0.08</td>
<td>0.04</td>
<td>0.39</td>
</tr>
<tr>
<td>LS</td>
<td>0.23</td>
<td>0.09</td>
<td>0.04</td>
<td>0.37</td>
</tr>
<tr>
<td><strong>MASE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>BT</td>
<td>0.08</td>
<td>0.06</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>BE</td>
<td>0.09</td>
<td>0.06</td>
<td>0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>LS</td>
<td>0.10</td>
<td>0.06</td>
<td>0.05</td>
<td>0.14</td>
</tr>
<tr>
<td><strong>TDE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KF</td>
<td>0.06</td>
<td>0.00</td>
<td>–0.01</td>
<td>0.11</td>
</tr>
<tr>
<td>BT</td>
<td>0.19</td>
<td>0.04</td>
<td>–0.23</td>
<td>0.89</td>
</tr>
<tr>
<td>BE</td>
<td>–0.03</td>
<td>–0.05</td>
<td>0.01</td>
<td>–0.02</td>
</tr>
<tr>
<td>LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Note
TAE = total absolute error; TMSE = total mean square error; MASE = mean average standard error; TDE = total difference error; KF = Kalman filter method; BT = block-Toeplitz based on maximum likelihood estimation; BE = Bayesian method; LS = least squares method.

*aBased on the standard deviations of the parameter estimates.*
Furthermore, there were no big differences when the number of time data points was large \((T = 200)\). BT and BE had larger bias than the other two methods. The bias for BT mainly came from the estimation of measurement error variances and the bias for BE mainly came from the estimation of factor loadings.

TMSE can be used as a measure of overall performance of parameter estimation. From TMSE, we found again that there were no large differences among the four estimation methods. However, the increase of measurement error resulted in a quick increase in TMSEs for all methods, especially for the KF method. Note that although the bias (TAEs) of BE was the largest among the four estimation methods, the TMSEs were comparable or smaller than those of the other methods, meaning that BE was more precise.

To compare the efficiency of the four methods, the average standard error (ASE) was calculated. Here, \(ASE_i = 1/n_r \sum_{j=1}^{n_r} SE_{ij}\) with \(SE_{ij}\) representing the standard error for \(i\)th parameter from the \(j\)th replication and \(n_r\) denoting the total number of replications, which is 100 in this study. To summarize information, we calculated the mean ASE by \(MASE = 1/n_p \sum_{i=1}^{n_p} ASE_i\). Estimation methods with higher efficiency will have smaller MASE values. The MASEs for different methods in each condition are given in Table 5.6 There was no noticeable difference for the four methods based on MASE, which means that the efficiencies were comparable to each other. However, it was very clear that short time series and large measurement errors resulted in less efficient parameter estimates (larger MASE).

To evaluate the consistency of the standard error estimation, the total different error (TDE) was constructed. The TDE = \(\sum_i SD_i - ASE_i\), with \(SD_i\) denoting the standard deviation for \(i\)th parameter across all the replications. A TDE larger than zero implies the underestimation of the standard errors and a TDE less than zero implies the overestimation of the standard errors. The TDEs for different methods in each condition are given in Table 5. Overall, the BE method obtained consistent estimation of standard errors in all conditions. The KF method also obtained consistent estimation of standard errors when the measurement errors were small \((Q = Q_1)\). However, when the measurement errors became large, the standard errors were underestimated. For the BT method, when the time series was short, the standard errors were underestimated but when the time series was long, the standard errors were overestimated.

---

5The ASE and TDE are created for the convenience of comparisons. We acknowledge they may have limitations. However, in terms of summarizing information and facilitating comparisons, they did work well here.

6Because DyFA does not provide standard error estimation at current stage, we used standard deviations to represent ASE.
DISCUSSION

Four methods for estimating the DAFS model—the MLE method using the Kalman filter, the MLE method based on lagged block-Toeplitz covariance matrix, the Bayesian method via Gibbs sampling, and the least squares method based on lagged correlation matrix—were summarized and compared. To numerically evaluate and compare the four methods, a simulation study with varying length of time series and amount of measurement errors was conducted. Although we focused only on the one-lag DAFS model for demonstration purposes, the same procedure works for more complex models because any DAFS model can be rewritten as a one-lag model. The simulation results showed all four methods yielded acceptable parameter estimates with comparable accuracy in almost all conditions.

Because the differences in the four estimation methods have been compared through the technical form and simulation study, the discussion only focuses on our experience with different software or programs in estimating DAFS models. MKFM6 is a free open-source program, which means interested researchers can even modify the program for their specific uses. Although MKFM6 is customized for the state space model, it can be used as a special program for estimating the DAFS model because we can rewrite any DAFS model using its state space representation. MKFM6 is relatively easy to use, given some understanding of the relationship between the DAFS model and the state space model. As shown earlier, both the estimates of parameters and associated standard errors were consistent. However, we found that the program may produce a negative log-likelihood value and unreasonable standard errors, even when the process converged and the parameter estimates were very good. Furthermore, when the time series was short and measurement error was large, MKFM6 may have problems reaching convergence (Table 1). Finally, although any DAFS model can be rewritten in its state space format theoretically, with the increase of lags, the matrix $S$, $H$, and $G$ will become very large, rendering the estimation procedure impractical.

After calculating the block-Toeplitz lagged covariance matrix by the program DFA, any SEM software can be used to obtain the parameter estimates. We employed Mplus because of its flexibility in specifying constraints of parameters to ensure covariance stationarity and its flexibility in performing simulations. Mplus is a good choice for estimating the DAFS model for those who are familiar with SEM. However, Mplus itself cannot calculate the lagged covariance matrix. We suggest using the DFA program to calculate the lagged covariance because it can also be used to investigate the similarity of more than one lagged covariance matrix and pool information of the participants with similar lagged covariance matrices when the time series is short (Nesselroade & Molenaar, 1999). However, because this method itself violates the assumption of independent observations,
the fit statistics from Mplus are not applicable. Furthermore, with more lags in the model, the constraints can become very complex. In this situation, Mx, a more flexible program regarding constraints, may be used (Neale, Boker, Xie, & Maes, 1999).

WinBUGS is also free software. Because it is a general program for Bayesian analysis, it demands the most programming work in estimating the DAFS model. Fortunately, the WinBUGS codes can be modified easily for different models. Furthermore, WinBUGS is the most flexible software for estimating more complex dynamic factor models, such as the categorical DAFS model and WNFS model (Zhang & Nesselroade, 2007) and nonstationary dynamic models. Finally, WinBUGS is also the only program that can incorporate the prior information into the model, although how to appropriately implement this awaits further investigation. However, the computation time of WinBUGS is long and increases quickly with the length of time series. For example, it took approximately 6 min when \( T = 100 \) and about 12 min when \( T = 200 \) to run one replication. In contrast, it only took the other programs only a few seconds to analyze one replication of the longest time series.

Among all four programs, DyFA, which is another free program, is the only one especially written for estimating DAFS models. Its input scripts are directly related to the model and it is the easiest program to use. Besides the estimation of the parameters reported in this study, DyFA also has many other distinctive and useful features, such as calculating the correlation matrix of endogenous factors and squared multiple correlations of factors at the current time point on previous time points, checking the stationarity, and conducting exploratory dynamic factor analysis with factor rotation. DyFA is highly recommended for beginners who would like to investigate the merits of dynamic factor models. The current version of DyFA does not calculate the standard errors of the parameter estimates, but an additional bootstrap method can be used to obtain them.\(^7\) However, DyFA is less flexible in specifying the models. For example, changing model constraints is more complex than in some of the other software we used.

Finally, we want to draw readers’ attention to several important aspects of the DAFS model and estimation methods still requiring further investigation. First, missing data are often present in time series, especially in psychological research. Fortunately, all four estimation methods and programs can deal with missing data easily through multiple imputation (e.g., WinBUGS and MKFM6) or pairwise deletion (e.g., Mplus and DyFA). Second, in terms of model fitting, different fit indexes can be used. For MKFM6, the log-likelihood can be used to

\(^7\)In personal communication with both Guanjian Zhang and Michael W. Browne, they suggested the use of bootstrap for obtaining standard errors. We hope to see this feature in the next version of DyFA.
measure model fit. For WinBUGS, deviance information criterion (Spiegelhalter, Best, Carlin, & Linde, 2002). For *Mplus* and DyFA, appropriate fit indexes still need to be developed. Third, in this study, only single-subject data were analyzed. However, multiple-subject analysis can be easily implemented for all four methods through multiple group analysis by treating each individual as a group. Furthermore, the similarities and differences can be evaluated through comparison of the estimated model parameters of each subject.

As one can see, the four estimation methods and software each have their own advantages and disadvantages. It is hard to say which method is the best because all methods can obtain comparable parameter estimates. Thus, the choice of the four methods is mainly based on the user’s familiarity with each method and software.
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